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Opinion
Neuronal networks confront researchers with an over-
whelming complexity of interactions between their
elements. A common approach to understanding neu-
ronal processing is to reduce complexity by defining
subunits and infer their functional role by selectively
modulating them. However, this seemingly straightfor-
ward approach may lead to confusing results if the
network exhibits parallel pathways leading to recurrent
connectivity. We demonstrate limits of the selective
modulation approach and argue that, even though
highly successful in some instances, the approach fails
in networks with complex connectivity. We argue to
refine experimental techniques by carefully considering
the structural features of the neuronal networks in-
volved. Such methods could dramatically increase
the effectiveness of selective modulation and may lead
to a mechanistic understanding of principles underly-
ing brain function.

Introduction
Structural features of networks on multiple scales

The mammalian brain is often referred to as the most
complex biological system, not only because of the large
number of cells (�1011) but mainly because of the multitude
of interactions between them. Even if all connections (�1015)
were known, a system with such complexity could not be
successfully treated at all levels of detail simultaneously.
Instead, it is advisable to focus on an appropriate spatial
scale and to reduce the lower levels to putative functional
units, approximating their intrinsic fine structure with the
help of fewer variables, if not ignoring them entirely.

At the macroscopic scale (�1 cm), the brain can be de-
scribed as a network of different areas or regions. Together
with this anatomical modularity, neurophysiological evi-
dence indicates that these different regions in the brain
are to some extent specialized to process specific sensory,
motor, or cognitive information, and that they are inter-
connected in a non-trivial fashion [1,2]. At mesoscopic scales
(�1 cm), brain regions are themselves often anatomically
segregated and can be subdivided into layers, subfields,
or nuclei. Examples are the hippocampal formation, the
interconnected cortical layers or columns, and the networks
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in the limbic system such as the basal ganglia and amygda-
la. Thus, at macro and mesoscopic levels the brain is best
considered as a network of networks (NoN). Finally, at
microscopic scales (�1 mm), brain tissue can be defined
as a network of neurons, which can be broadly categorized
as excitatory and inhibitory. At this spatial resolution, brain
tissue conforms most appropriately to the term ‘network’
because the interconnected nodes are naturally defined
(individual neurons), and their connectivity can, to some
extent, be measured experimentally. Below this scale, spe-
cialized, spatially extended cells can add additional degrees
of freedom through compartmentalization and non-linear
dendritic integration [3,4] which might affect computations
performed at higher levels. However, although different
spatial scales of network organization render the system
complex, the presence of specific network motifs (Figure 1)
raises the hope that different spatial scales can be described
using common principles.

Such conceptual reduction of complexity is commonly
referred to as model-building. Their mathematical formu-
lation makes them accessible for theoretical studies, open-
ing the opportunity to study their behavior beyond the
limitations that often constrain experiments on real
brains. Commonly used models typically fall into one of
three classes: feedforward models, ring models, and models
with recurrent connectivity (Figure 1). The simplest model
is the feedforward network, which allows an intuitive
understanding of its working principles merely from visual
inspection of its graphical description (Figure 2A). In such
a feedforward network it is straightforward to characterize
the separate contributions of all populations by controlled
modulation of their activity.

Several networks in the sensory and motor periphery
may conform (at least approximately) to such simple archi-
tecture regarding their intra- and inter-network connectivi-
ty – hence they can be treated as effectively feedforward.
Examples include cortico-striatal interactions as well as
many networks in the sensory and motor periphery, and
the hippocampus with its largely feedforward, trisynaptic
pathway. In fact, at short time-scales (such that the neuro-
nal activity cannot travel over the full loop), even the
entorhinal cortex-hippocampal and the thalamo-cortical
loop (thalamus and layer IV) can be studied as an effectively
feedforward network. Finally, particular random recurrent
networks can also be reduced to an effective feedforward
structure [5].
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Figure 1. Organization of neuronal networks at different spatial scales. (A–C)

Neuronal network at microscopic scales (�1 mm). There are three main motifs at

this scale: (A) a recurrent network composed solely of inhibitory neurons; for

example, the striatum or the central amygdala. The neurons are maintained in their

spiking state by excitation from other networks. (B) A recurrent network composed

of both excitatory and inhibitory neurons but with little or no recurrent connectivity

among excitatory neurons; for example, the CA1 subfield of the hippocampus. (C)

A recurrent network with both excitatory and inhibitory neurons and mutual

connectivity between the two populations; for example, the individual layers of the

neocortex and the CA3 subfield of the hippocampus. (D–F) Beyond the scale of

1 mm, networks in the brain are in fact networks of networks (NoN). These NoNs

can be classified into three different categories as follows. (D) Feedforward

connection between two networks is the simplest NoN motif. Such motifs are most

common in the sensory and motor periphery. (E) Next, NoNs such as the

entorhinal and hippocampus loop are effectively feedforward, although there may

be multiple projections from one field to other fields (e.g., entorhinal cortex

connects to dentate gyrus, CA3, and CA1). (F) Finally, in fully recurrent NoNs the

constituent neuronal networks (nodes) form both feedforward and feedback

connections. Such network motifs are commonly observed both at anatomical

(e.g., the inter-layer connectivity in the neocortex) and functional levels (e.g., the

network of various subnetworks involved in visual information processing).

Abbreviations: exc., excitatory; exc. inh., excitatory and inhibitory; LGN, lateral

geniculate nucleus.
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With recent improvements in brain stimulation tech-
nology it has become possible to modulate neuronal net-
works and/or groups of neurons with unprecedented
specificity. Because selective stimulation of neuronal net-
works has been very informative regarding the functional
interactions in early sensory and peripheral motor cir-
cuits (essentially feedforward structures), it seems only
natural to use these tools in the same approach to other
brain areas as well, and to all levels of structural detail,
even down to the single cell level. However, several con-
siderations concerning the dynamics of network activity
reveal fundamental problems in extending this seemingly
2

successful approach to networks that show a slightly more
complex connectivity structure beyond simple feedfor-
ward circuitry.

Limitations of the selective activity modulation

approach

Beyond the first stages of sensory processing or the
penultimate stages of motor processing, most networks
in the brain cannot be approximated by a feedforward
structure. Higher brain areas exhibit more recurrency for
which it is non-trivial to reveal the specific activity
patterns that implement a presumed function and to
identify the elements involved. To demonstrate the pro-
blems that may occur in recurrent networks, we con-
verted our feedforward network into a recurrent
network by adding one more connection from the third
to the second population (Figure 2A,B). In this model it is
necessary to modulate the activity of P2 and P3 both
separately and simultaneously to understand their func-
tional roles in the network.

In the case of more interacting neuronal populations or
neurons (both referred to as nodes in the sequel), modulat-
ing the activity of single nodes within the network yields
only limited information about network function [6,7] –
when activity in one node inhibits a second and excites a
third, and these in turn are coupled and feed back onto the
first, even brief consideration of the network behavior
reveals its complexity. Thus, for a network of five inter-
acting nodes, to assess the functional contributions of its
elements and their possible interactions it would be nec-
essary to modulate the activity of one, two, three, and four
nodes simultaneously, and to record the corresponding
network activity in each case. In general, for a network
of N nodes, we would need to selectively modulate all single
nodes, and all combinations of two to (N � 1) nodes, sepa-
rately to identify the relevant subset(s) of nodes (cf. [8]).
For a network of N interacting elements, the number of all
possible subsets of nodes is given by Bell’s number [9]:

BN ¼
XN�1

k¼0

ðN � 1Þ!
k!ðN � 1 � kÞ!Bk [1]

Unfortunately, BN grows faster than exponentially with
N. For a system consisting of six populations (the minimal
population size to study thalamo-cortical interactions),
B6 = 203, and for a system with ten populations,
B10 = 115 975. Thus, as the number of interacting nodes
in a network grows, the number of node combinations that
need to be modulated rapidly becomes prohibitively large.

For example, even considering only five layers of a
neocortical column (those containing the majority of all
cell bodies), to comprehend the contribution of each layer to
a particular function we would need B5 = 52 different
combinations of single and multi-layer stimulations. Obvi-
ously, to treat neocortical networks that way is an over-
simplification, and ignores that a large fraction of the
inputs originate from the surround [10]. Moreover, inter-
layer connectivity [11] implies that activity dynamics and
layer-specific responses are influenced by the activity of
various neuron types and networks in different layers
[12,13]. Thus, modulation of a specific neuron type in a
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Figure 2. Only simple networks of interacting neuronal populations can be studied using selective modulation of individual populations. (A) In a feedforward network it is

straightforward to characterize and understand the contribution of each population onto the next. (B) Any deviation from the strict feedforward motif requires control of the

activity of more than one population. In this three-population network we need to stimulate, in addition to single populations, pairs of populations to understand network

function. (C) In a recurrent network of networks (NoN) (Figure 1D) with N populations, we need BN (Equation 1) different combinations of simultaneous stimulation of

multiple populations to understand the impact of one population upon the others. Unfortunately, the number BN grows with N faster than exponentially. In the toy example

with five populations, this requires 52 different stimulation patterns involving 1–5 populations. Abbreviation: l1–5, firing rates of respective neuron populations P1–P5.
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given layer [14] is not sufficient to understand the dynam-
ics [12] and stimulus response [13] of a cortical column.
Indirectly, this issue was already encountered when Lee
et al. [15] attempted to extract the contribution of specific
pyramidal neurons to the fMRI–BOLD (blood oxygen level-
dependent) signal, a problem complicated even more by
recurrent inter- and intra-layer connections [16].

This combinatorial problem becomes even more intrac-
table when nodes interact in a non-linear fashion (as is
most often the case in brain networks) or when couplings
are dynamic and activity-dependent. In both cases, one
would need to linearize the system and perform the experi-
ments and associated analyses around a specific operating
point – for each of which Bell’s number applies – and,
hence, to understand the full system, Bell’s number would
λ2

λ3

λ5 λ4

λ1
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Figure 3. Scheme of the dynamical space of a five-population network of networks

(NoN). The population activity represents the average activity of neurons in the

given neuronal population. In a dynamical system description, the function of the

NoN, in an abstract sense, can be described as the transition from one state to

another (i.e., control of the network activity dynamics). Here the states are

schematically indicated by colored circles; arrows mark the transitions between

states. Indeed, often more than one transition from any given state is possible.

Controllability provides the necessary criteria to determine whether a system is

controllable; in other words, whether it can be ‘steered’ from one dynamical state

to another in finite time. Abbreviation: l1–5, firing rates of different neuron

populations.
need to be multiplied by the number of operating points
chosen.

Finally, we note that most experiments thus far rely on
steady-state responses upon stimulation of one or more
nodes. However, when dealing with interactions among
dynamical systems it is important to consider both tran-
sient and steady-state responses to identify the functional
subset of the network because steady-state responses alone
can be misleading [17].

Taken together, these considerations demonstrate that,
even if a thorough understanding of the functional network
mechanisms is not mandatory (e.g., in medical applica-
tions), the sheer number of possibilities to affect network
behavior by selective modulation of its elements renders a
successful outcome of such experiments rather unlikely.

Common techniques for selective activity modulation

Assuming that the above-mentioned combinatorial issues
with selective modulation could be resolved (see below for
new perspectives), another important issue is the avail-
ability of experimental methods for selectively modulating
the activity of neuronal networks. Deciding which methods
to apply for studying a given network partly depends on the
research goals: if we wish to understand thoroughly the
working principles underlying both, the function and the
functioning of the network, we need to identify the func-
tional role of each element and characterize their interac-
tions. However, for the technical task of controlling of
prosthetic devices by brain activity, local field potentials
(LFPs) can be utilized [18], even though the mechanisms
underlying their generation are still under debate [19] and
the LFP is unlikely to affect brain activity (but how LFP
might influence spiking see [20,21]).

The earliest successful selective modulation experi-
ments probably date back to early Greco-Roman times
when Galen (AD 129–199) discovered that mental impair-
ments of gladiators were associated with specific head
injuries. Since those early, involuntary brain lesion stud-
ies, experimenters have sought to refine loss-of-function
approaches and, indeed, lesions of brain structures by
targeted ablations at different levels of detail have provid-
ed important insights into the functional organization of
3
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Figure 4. Estimation of embeddedness in numerical simulations of spiking neuronal networks. (A, inset) Network response (peri-stimulus time histogram, PSTH) for

identical stimulation of 30 different subpopulations of 250 neurons each in an example network. (A) We estimated the sum of the PSTHs for 100 different networks (see [42]

for details) upon stimulation of different subpopulations (250 neurons). Two networks with small-world properties are highlighted (dark blue, orange dots). The random

networks which do not show much out-degree variance are indicated by triangles. The network response increases with the out-degree, but the same out-degree can also

give different responses. (B) Average correlation coefficient (r, sorted) between the sum of PSTHs as a function of out-degree and k-shell-out indices. Both these measures

predict the network response; however, neither alone describes it completely. (Figure adapted from [42]). Abbreviation: sp/s, spikes per second.
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the CNS [22]. First, pieces of brain tissue were physically
removed and, later, silenced by injection of toxic chemicals
or local tissue cooling (Table 1). A major refinement in
selective modulation came with electrical stimulation.
Since 1870 [23] it is used both to identify the function of
brain areas and as a therapy to intervene with aberrant
activity dynamics associated with brain disorders. More-
over, electrical stimulation also allows activation rather
than silencing of nerve tissue. However, the effects of
electrical brain stimulation (including behavioral effects)
are generally not well understood, partly because they may
involve a multitude of pathways [24].

All these ‘classical’ approaches affect the activity of
more or less the entire cell population in a locally confined
volume of brain tissue, most likely (through axonal stimu-
lation) together with cells downstream and upstream. This
implies that they operate on multiple levels simultaneous-
ly, involving a hierarchy of networks. With recent devel-
opments in optogenetic methods these caveats have been
largely eliminated, leading to an unprecedented richness of
tools for selective activation/inactivation. Transgenic or
viral transfection with light-gated ion channels now allow
a specific group of neurons to be stimulated while recording
neuronal activity without stimulus artifacts [25,26]. Thus,
it seems only natural to combine the formerly successful
modulation approaches with these new capabilities. In the
light of the aforementioned theoretical considerations,
however, we should appreciate that the simple modulation
approach will rarely (only in structures reducible to feed-
forward networks) lead to reliable guidelines for clinical
intervention, let alone to a thorough understanding of the
neuronal mechanisms involved.

What is a network, and how can its function be
investigated?
Defining networks

Even assuming we could deal with the combinatorial
explosion associated with selective modulation, another
4

fundamental issue needs to be resolved: how to define
the network which should be stimulated or whose func-
tion needs to be understood? Classical methods used to
modulate brain activity activate/inactivate cells in a spa-
tially localized fashion. Hence, it seems intuitive to con-
sider anatomically proximate neurons as a functional
unit. Indeed, neighboring neurons often appear to be
responsive to similar stimulus features, or are co-active
during similar tasks – as expressed in the concept of
‘functional maps’. However, experimental data show that
neurons involved in cognitive and motor functions are
distributed throughout the brain [27]. Likewise, primary
sensory areas can be modulated by other stimulus mo-
dalities [28–31], and spatial grouping of neurons with
similar stimulus preferences does not seem to be a gen-
eral feature of cortical networks [32]. The applicability of
proximity-based grouping breaks down entirely if cell-
specific markers are employed, as in many optogenetic
approaches. Here, only a subpopulation of cells within a
given volume is modulated based on the expression of
particular biomarkers. At the level of such subpopula-
tions, feedforward circuits have been identified [33], but
the respective cells are also involved in other circuits
within the same tissue volume and, thus, modulating
their activity may have confounding effects.

In addition, it can be problematic to demarcate func-
tionally specialized neuronal subpopulations from the out-
set. Various classification schemes based on neuron
location, morphology, gene expression and spike patterns
have been suggested [34–37]. Undoubtedly, many of these
features will relate to the functional role of the respective
populations: activating excitatory cells has very different
effects on the network than activating inhibitory neurons.
Also, applying different criteria may lead to overlapping
boundaries between putative neuron types, and differenti-
ation is still limited for key neuronal populations.
For instance, the subdivision of neocortical pyramidal
cells based on their firing pattern seems to be of limited



Table 1. Selective activity modulation approaches

Stimulation method Temporal resolution Spatial resolution Specificity

Electrical microstimulation Good Poor, because axons from distal

regions can also be stimulated

Poor. To some extent it is possible to select

between stimulating somata and axons [62]

Chemical injection, e.g.,

neurotransmitter agonists

and antagonists

Poor Depends on the diffusion of the

chemical

Good

Magnetic stimulation

(e.g., transcranial magnetic

stimulation, TMS)

Good Poor, because axons from distal

regions can also be stimulated

Poor

Cryogenic

(cooling of brain tissue)

Good Poor, because axons from distal

regions can also be affected

Poor

Optogenetic stimulation Good. However, thus far

all transfected neurons

are stimulated

simultaneously [63]

Moderate. Depends on the penetration

of light and expression pattern of the

optogenetic tools. Potential for

improvement by two-photon

techniques

Good. Even specific neurons and their

components can be targeted

Experimental methods for selective modulation of the activity of particular parts of the brain have been developed for various spatial and temporal scales.

Box 1. Embeddedness

The concept of embeddedness was initially coined for socio-

economic networks to understand the effect of social relations on

economic decision-making [64]. Within the context of neuroscience,

embeddedness measures the impact of the spiking activity of a

neuron on the spiking activity of the surrounding network. It can be

experimentally estimated by stimulating a neuron and counting the

total number of ‘extra spikes’ in the network [65] (Figure 4).

When a neuron is activated, it sends spikes to its postsynaptic

neurons; some of which will produce spikes and send those to their

postsynaptic neurons, and so on. Thus, to estimate the impact of

activating a neuron we need to know all possible direct and indirect

(involving multiple synapses) paths from the stimulated neuron to

other neurons in the network. That is, the sum of the powers of the

connectivity matrix (SNAN) can be used to estimate the number of

extra spikes induced by stimulating a neuron or a group of neurons

[66]. When the embeddedness is estimated using the connectivity

matrix, we refer to it as ‘structural embeddedness’.

Although the connectivity matrix is an important determinant, so

far it has not been possible to associate a particular graph property

alone with embeddedness because synaptic and cellular properties,

ongoing activity, neuromodulators, etc. also shape the impact of a

neuron on the dynamics of the network. The experimental estimate

of ‘extra spikes’ implicitly includes all these other factors as well.

When the effective connectivity matrix Aeff (measured from the

neuronal activity) is known, the ‘effective embeddedness’ could be

estimated using the powers of Aeff. Finally, graph-theoretical

measures such as out-degree, k-shell index, eigenvalue centrality

etc. are also related to the embeddedness (Figure 4). For details see

[42].
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usefulness in specific network types: propagation of spik-
ing activity in feedforward networks is not influenced by
the type of neuron model, and feedforward networks with
integrate-and-fire neurons [38,39] behave similarly to
those with detailed neuron models [40]. Likewise, in a
study of the response of different types of neuron models
(firing-rate model, conductance-based leaky-integrate-
and-fire neurons) to higher-order input activity correla-
tions, the input statistics proved much more important
than the neuron type [41].

At the microscopic scale, it is instructive to investigate
how a given neuron influences local and downstream net-
work activity, given its other properties (morphology, gene
expression, firing pattern, neurotransmitter type) [42].
Recent experiments suggest that neurons indistinguish-
able by existing classification schemes might form func-
tional subpopulations [43]. Activity-dependent labeling
showed that a comparatively small group of neocortical
pyramidal cells might provide the major background drive
in their respective networks [44]. Similarly, long-range
projection targets of cortical output cells are predicted
by their intracortical connectivity [45], suggesting that it
might be informative to classify them by their afferents
and efferents. The density of outgoing projections, together
with their overall activity, could be combined into a single
variable, quantifying how strongly a cell (cell group) influ-
ences the network activity. This, together with the type of
neurotransmitter and, to some extent, the synaptic prop-
erties, may be used to define the ‘embeddedness’ of a
neuron (Box 1) [42].

Selectively modulating individual neurons and record-
ing the network response allows the ‘effective’ embedded-
ness of a neuron in vivo to be estimated experimentally. In
addition, selectively visualizing the presynaptic sources
[46,47] or postsynaptic targets [48] of a neuron may pro-
vide useful insights into its ‘structural’ embeddedness.
The structural embeddedness of a neuron in its local
microcircuit may also be estimated by juxtacellular re-
cording in vivo and labeling afterwards [49]. Next to these
indirect methods, new approaches for measuring neuronal
embeddedness need to be established. Indeed, optogenetic
tools rank among the most promising candidates in this
respect.
Controllability as a concept for selective modulation in

complex networks

When considering the brain as a dynamical system, firing
rates of neurons or average population rates of participating
networks are often used as dynamic variables. Traditional
approaches such as eigenvalue or Schur decomposition,
transforming a network into a new system with only self-
interactions or feedforward interactions, respectively, are
extremely successful in helping to understand physical
systems. However, it has thus far not been possible to
map these concepts to experimental studies of neuronal
networks [5].

Although it could be held that the ultimate goal of
neuroscience is to understand the functional role of each
neuronal network and neuron type in the brain, there are
fundamental problems with this. We discuss here a new
5



Box 2. Controllability

Consider a network of neurons or networks:

l̇ ¼ �Il þ Al þ BU þ j [I]

where l is the column vector of firing rates of the N neurons

(neuronal populations in an NoN), A is the connectivity matrix (size

N � N), representing the connectivity among the neurons or the

neuronal populations, respectively, I is the identity matrix describing

the fact that the activity in a network would change in the absence of

inputs from other nodes and external sources, U (size R � 1) repre-

sents the R external inputs, B is the connectivity of the neuronal

populations with the external inputs (size N � R), and j is the noise in

each of the neuronal populations.

All activity states of an N-node network can be described in an N-

dimensional space (Figure 3). Controllability determines whether a

linear system (Equation I) allows a transition from one dynamical

state to another in finite time [50]. The N � NR controllability matrix

(C) is defined as:

C ¼ ½B AB A2B . . . AN�1B� [II]

For a fully controllable system, the matrix C should have a full rank, in

other words, Rank(C) = N. This ensures that all dynamical states of

the system are accessible.

Because the exact values of the matrices A and B are not known

for most neuronal systems, C cannot be evaluated. However, the

notion of controllability can be extended to the concept of structural

controllability [51]. To estimate the structural controllability matrix

CS, all non-zero entries in the matrices A and B are replaced with 1 s,

reducing the connectivity matrices to binary adjacency matrices

[67]. If Rank(CS) = N, the system is ‘controllable’ [51] and the

controllability of a network can be determined, even if the exact

values of the connection strengths are not known.

Furthermore, the concepts of ‘driver nodes’ [52] and ‘power

dominant set’ [53] allow us to calculate the minimal set of nodes

that need to be stimulated to control the network dynamics and

suffices to visit all activity states of the network.

Driver nodes: the set of the minimum number of nodes to achieve

full control over the network dynamics. To identify the driver nodes

we need to find the ‘maximum matching’ in the network, which

refers to the maximum set of links that do not share starting or end

nodes [52]. A node is matched if a link in the maximum matching set

points towards it; otherwise, it is unmatched. The unmatched nodes

are the driver nodes that need to be directly stimulated to control the

network dynamics. For instance, in Figure 2C the first node P1 is

unmatched.

Power dominant set (PDS): when the nodes have self-couplings

(Figure 2C, dotted arrows), every node could become a driver node

[53]. For such systems the control nodes are the minimum number of

nodes from which the rest of the nodes are only one link away [53]. In

Figure 2C, the nodes P1, P3, P5 or P1, P2, P4 constitute the PDS.
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paradigm based on the concept of controllability (Box 2),
which might be a promising candidate to assist in under-
standing the function and dynamics of neuronal networks.
Interestingly, in this paradigm we could potentially avoid
the combinatorial explosion. Based on the dynamical de-
scription of neuronal network activity (Equation I in Box
2), the function of the brain could be considered as the
ability to find desired trajectories of the network activity
state (Box 2) because different behavioral states can be
mapped onto these activity states. Following this interpre-
tation, a more pertinent question in understanding brain
function would be to know how the overall system dynam-
ics could be controlled, rather than to determine how one
particular neuron population affects the activity of the
others.

However, even in this more ‘utilitarian’ view, the prob-
lem still arises concerning which specific nodes should be
6

stimulated, and how to ‘steer’ the network to a desired
state, even when the connectivity matrix A is known. A
trivial, but biologically non-implementable, solution to
control the network dynamics is to stimulate all nodes
externally. By contrast, a systematic search for the set
of nodes to stimulate for controlling the system leads to the
afore-described combinatorial explosion.

Engineers have successfully applied the concept of con-
trollability to predict whether a given system can be
‘steered’ from one dynamical state to another in finite time
[50] (Box 2). For a dynamical system, controllability
depends on the matrices A and B. Fortunately, in the
absence of exact values of A and B, the notion of structural
controllability (Box 2) [51] can be effectively used to deter-
mine the controllability of a system, and it is possible to
identify a minimum set of nodes, the stimulation of which
is sufficient to control the full network state [52]. Thus,
equipped with the knowledge of A, we can bypass the brute
force approach and identify the ‘driver nodes’ whose stim-
ulation can control the dynamical repertoire of the neuro-
nal network.

The estimation of the driver nodes explicitly assumes
that the nodes/neurons do not have self-connections, which
is true for most neurons. However, at the system dynamics
level the self-connections capture the intrinsic dynamics of
the nodes – in other words, node dynamics in the absence of
influences from other nodes and neuron refractoriness.
Ignoring the intrinsic dynamics implicitly means that
the activity state of the node does not change when there
are no influences from other nodes (i.e., l = 0 or infinite
time constant) [53]. Typically, the activity of biological
neurons/networks decays to zero in the absence of external
inputs. Thus, the absence of self-connections can only be
justified in restricted cases, for example, when the dynam-
ics of the constituent networks of a NoN exhibit attractor
dynamics and can exhibit asynchronous-irregular self-sus-
tained activity [54]. Furthermore, it has been shown that
the ‘power dominant set’ (PDS) (Box 2) is the set of driver
nodes when intrinsic dynamics and self-connections are
included in the dynamics [53]. In this context it is impor-
tant to note that hubs, which are typical choices for exter-
nal brain stimulation, usually are not part of the driver
nodes and PDS [52].

Extending the framework of controllability to neuronal
networks, we argue that the concepts of driver nodes [52]
and the PDS [53] have emerged as interesting alternatives
for choosing the nodes to be stimulated. Once the appro-
priate set of driver nodes is known, the controllability
Gramian [55] can be used to determine the input pattern
needed to drive the system to a desired state. Because the
number of neurons in a set of driver nodes or PDS is
typically substantially less than the number of nodes in
the network, the total number of stimulations required will
always be significantly less than Bell’s number. However,
the framework of controllability still requires simulta-
neous manipulations of multiple nodes. Therefore, we will
certainly need technology that is capable of varying the
activity of more than few nodes independently. In addition
to the notion of controllability, other graph-theoretical
measures [56,57] may also be used to make educated
choices of the stimulation sites.
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Concluding remarks
The considerations outlined above identified two major
pitfalls when applying selective activity modulation to
understanding brain function: (i) the need for simulta-
neous control of the activity of multiple neuronal popula-
tions leads to a severe combinatorial explosion; (ii) using
gene expression, firing patterns, morphological or spatial
location criteria alone to define functional groups of neu-
rons is highly ambiguous. Interestingly, in other scientific
disciplines it has been realized that the seemingly intuitive
approach of selective activity modulation of parts of a
complex system to study its function can be misleading.
For instance, systems biologists now agree that genes
themselves act as a complicated network of dependencies,
and that single-gene/single-function mapping is the excep-
tion rather than the rule [58]. We argue that the dynamic
and nonlinear nature of interactions within large neuronal
networks in the mammalian brain makes it unlikely that
single-neuron-type/single-function relationships hold for
these systems, either. Recent cross-modal studies even
suggest that the separation between areas concerning
their involvement in different functions may be less clear
than previously thought [28–31].

Instead, brain function is more likely to be the result of
coordinated activity distributed over multiple brain areas.
Assuming that brain function can be understood as an
interaction of subnetworks of different types of neurons
ignores this insight, as well as the rich repertoire of activity
dynamics that can be displayed by neuron subtypes
depending on the activity of the embedding network
[59]. Finally, the approach of defining cell populations
based on currently available markers can only be a starting
point and needs to be complemented by more sophisticated
criteria. Embeddedness, graph-theoretical measures, and
criteria derived from linear and nonlinear control theory
[60] may be promising candidates in this respect.

Future directions

We have shown that knowing the network connectivity of
neurons and neuronal populations can help in choosing the
most appropriate network node(s) for activity modulation
to help understand the function and dynamics of networks
in the brain. Instead of needing to go painstakingly
through all possible combinations, such approaches (e.g.,
based on controllability) could potentially evade some of
the inherent limitations of selective activity modulation
approaches. Indeed, recent developments of optogenetic
tools provide interesting avenues in this direction. Hence,
future research on the development of experimental tools
should be driven by the following goals:
(i) To define tools that can be used to control the activity

of multiple neuronal populations simultaneously.
(ii) To identify biomarkers for classifying neurons

according to their recent spiking activity [43,61].
(iii) To extract the functional and anatomical connectivity

of different types of neurons and neuronal popula-
tions, and to use these to measure their embedded-
ness and the controllability of the network [42].

(iv) To design selective activity modulation experiments
based on the network-related features extracted with
the above-mentioned approaches.
In parallel, it is also important to develop new compu-
tational models, where selective activity modulation-based
experimental approaches can be tested under fully con-
trolled conditions. As a starting point, we provide an online
system (Neural System Prediction and Identification Chal-
lenge, nuSPIC) for extracting the function of relatively
small networks of spiking neurons designed to perform a
specific task. Its web interface provides several tools for
performing a variety of experiments, including selective
activity modulation. We believe that nuSPIC provides
useful models for calibrating the efficacy of experimental
approaches and to help interpret their results. Once we
have tools to control selectively the activity of multiple
neuronal populations simultaneously, and the knowledge
of their mutual connectivity, we will be in a position to
develop a deeper understanding of their contribution to
brain function.
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